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A new method of approximation is proposed which maintains almost all of the
essentials of the Chebyshev theory of best uniform approximation, while also using
an L-type measure of approximation. © 1991 Academic Press, Jnc.

1. INTRODUCTION

In a recent paper Pinkus and Shisha [2] proposed a new method of
approximation which maintains many of the essentials of the classical
theory of best uniform approximation, while also using an L qype
(1 ~ q < 00) measure of approximation. But, as they mention, their
"distance" function is not derived from a norm. Moreover, the Chebyshev's
alternation characterization is not complete for the gauge III ·lli [2,
Theorem 3.1], and a best approximation does not necessarily exist for the
gauge iii -II! * [2, Theorem 2.5].

In this paper we propose another new method of approximation which
is based on a norm and maintains almost all of the essentials of the
Chebyshev theory of best uniform approximation, while also using an
L-type measure of approximation.

Let C[a, b] denote the class of real-valued functions continuous on
[a, b]. For f E C[a, b] we define

Ilfll = sup {Ir f(x) dxl : a ~ c ~ d~ b}. (1 )

It is easy to see that the supremum is attained. In the next section we shaH
see that this is indeed a norm.
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Let G be an n-dimensional subspace of C[a, b]. Our problem is, given
f E C[a, b], find apE G such that

Ilf - pll = inf Ilf - qll·
qEG

Such a function p (if any) is defined to be a best approximation to f
from G.

In Section 2 we shall discuss some properties of this norm. Sections 3
and 4 are devoted to developing characterizations and uniqueness of best
approximation, respectively.

2. PRELIMINARIES

First we introduce some notation and definitions. Define X:=
{I= (c, d):Ic [a, b]}. We adopt the convention that X contains the
unique "zero" element 0 = r/J. If 1= (c, d) EX\ {O}, we write 1- = c and
1+ =d. Im-tI:=I;;. -tI- and I:;' -tI+. In what follows we always
assume that f E C[a, b].

For ease of notation we set

f(1) := tf(x) dx

and

Xf := {lEX: If(1)1 = Ilfll}.

With this notation (1) may be rewritten as

Ilfll = sup If(1)I·
lEX

(2)

LEMMA 1. If I E Xf , then I~, r E Z(f) u {a, b}, where Z(f) =
{x E [a, b] :f(x) = O}.

Proof Suppose on the contrary that 1- ¢ Z(f) u {a, b}. We assume
without loss of generality that f(1) = Ilfll. If f(1~)> 0 «0), then
f((1- - t, r)) > f(1) = Ilfll for t> 0 «0) sufficiently small. This con­
tradiction proves 1- EZ(f) U {a, b }. Similarly 1+ EZ(f) U {a, b }. I

THEOREM 1. 11·11 is a norm and IIfll=sup{lf(1)I:I~,I+EZ(f)u

{a, b}}.
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Proof It is easy to check that 11·11 is a norm. For example, for the
triangle inequality we see that

Ilf+ gil = sup If(/) + g(/)I ~ sup If(1) I
lEX

+ sup Ig(I)1 = Ilfll + II gil·
lEX

The latter conclusion of the theorem follows directly from Lemma 1. I
By Theorem 1 the existence theorem in [1, p. 20J guarantees that to each

f E C[a, b] there exists at least one function pEG which best
approximates f

N ow we give some properties of Xf'

LEMMA 2. Let I, J E Xf'

(a) If f(I) = f(J) with In J =F 0, then f(I\f) = f(J\f) =° and
f(1 n J) = f(1u J) = f(I);

(b) Iff(I)=f(J) with I::JJ, thenf((I-,J~))=f((J+,I+))=O;

(c) Iff(1) = -f(J) with 1- ~J- and 1+ ~J+, thenf(lnJ)=O and
f(I\f) = - f(J\f) = f(l);

(d) Iff(/) = - f(J) with I::J J, then f((I~, J ~)) = f((J +,J +)) = f(I)·

Proof We assume without loss of generality that f(l) = Ilfll. Denote
L=(I-,J-) and R=(J+,J+).

(a) Since f(/\f) = f( I) - f(/ n J) = II f II - f(I n J) ~ 0 and f(I\f) =
f(Iu J) - f(J) = f(/u J) -llfll ~ 0, f(I\f) = 0. Similarly f(J\f) = O.
Whence f(I n J) = f(/ u J) = f(l).

(b) It follows from (a) that f(L)+f(R)=O. Since f(L)=
f(L u J) - f(J) ~O andf(R) = f(Ju R)- f(J) ~o, f(L) = f(R) =0.

(c) Since f(I n J) = f(I)- f(I\f) ~ 0 andf(I n J) = f(J)- f(J\f) ~ 0,
f(/ n J) = 0. Hence f(/\f) = - f(J\f) = f(l)·

(d) That f(L) + f(R) = f(I) - f(J) = 2f(/) implies f(L) = f(R) =
f(I). I

LEMMA 3. Let I, J, and K satisfy 1+ = K~ and K+ =J~. Let I, lEXf .

Then

(a) If f(I) = f(J), then f(K) = - f(/);

(b) Iff(/) = - f(J), then f(K) = O.

Proof As before, we assume f(/) = Ilfli.
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(a) Since f(K) = f(Iu Ku J) - f(I) - f(J) ~ - f(I), f(K) = - f(I).

(b) Since f(K) = f(Iu K) - f(I) ~ 0 and f(K) = f(Ju K) - f(J) ~ 0,
f(K) =0. I

In order to describe the further properties of Xf we need the following
definitions.

DEFINITION 1. Let f #- O. An IE Xf is said to be a definite interval of f
if there is no J c I satisfying f(J) = - f(I). The set of all definite intervals
off is denoted by Xl. '

An I E Xl is said to be a maximal (resp. minimal) definite interval of f
if there is no J ~ I (resp. J c I) satisfying J E X! and J i= I. The set of
all maximal (resp. minimal) definite intervals of f is denoted by Xf
(resp. Xf').

Remark. By the definition and Lemma 2 it is easy to see that if I,
JEX! withf(I)=f(J) and InJi=O then IuJEX!.

DEFINITION 2. {II' ..., 1m } C X\ {O} is said to be weakly increasing if

(a) I i-<I'+1 and It < It+l' i=1, ...,m-1;

(b) It <I,+z, i= 1, ..., m-2.

If I and J are nonempty subintervals of [a, b], 1< J means that x < y for
all x E I and all y E J.

{II> ..., 1m } C X\ {O} is said to be increasing if II < ... < 1m .

A system of extended intervals II' ..., 1m , i.e., IiEX or I i= [x, x] :=x,
Xl;; [a, b], is said to be increasing if II < <1m ,

Remark. It is easy to see that if {II' , 1m } is increasing (resp. weakly
increasing) then any subset {Iik } of {II' ..., 1m } with i1< iz < ... is also
increasing (resp. weakly increasing).

LEMMA 4. Let f #- O. Each IE Xf contains an interval J E X! with
f(I) = f(J)·

Proof Suppose to the contrary that for some IE Xf such an interval J
does not exist. Then for 10 == I there exists a J 1 c 10 satisfyingf(J1) = - f(I).
By Lemma 2 we have that 10 < J"1 < J: < I ri and f(Il) = f(I), where
II = (Io , J"1) satisfies J 1 c 10\II' We can by induction obtain {I;} and
{Ji} which satisfy Ii eli_I> Ji c I i- 1\Ii' f(I;) = f(I), and f«J;) = - f(I),
i = 1, 2, .... It is easy to see that the {J;} are all disjoint, a contradiction.
This completes the proof of the lemma. I

LEMMA 5. Each lEX! must be contained in a unique interval JEXf.
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J- =inf{K- :K+ = J+ and KEXJ},

J+ =sup{K+ :K- =1- and KEXJ}.

Denote L = (J - , 1+), R = (I - , J +), and J = L u R.
First, we see that f(L) = f(R) = f(I), whence f(J) = f(I). Thus J E Xf ·

Next, we prove that J E XJ. Suppose to the contrary that there is
a K c L satisfying f(K) = - f(I). Thus, if K - = L -, then f( (K) =
f(LnK)=O by Lemma 2, and if K->L-, then there is a K1EXJ such
that K 1 :::J (K u L) and K:- = L +. Both of them are impossible. This
contradiction proves L E XJ. Similarly R E XJ. Then J E XJ.

On the other hand, suppose that there is a K E XJ with K:::J J. Then it
is easy to check that K 1 := (K-, L +):::J Land K 1 E Xi. So we must have
K1=L. Similarly (L-,K+)=R. Thus K=Jand JEX;.

The uniqueness is obvious. I

LEMMA 6. Let I, J EX; satisfy f( I) = f( J) with 11= J and 1- ::::; J -. Then

(a) InJ=O;

(b) There is a K EX; satisfying f(K) = - f(I) and for which {I, K, J}
is weakly increasing.

Proof (a) If In J 1= 0, by the remark after Definition 1 we have
I u J E XJ, which is impossible because J E X7. So In J = O.

(b) By Lemma 3 we see that f(K1) = - f(I), where K 1 := (I +, J -).
Using Lemma 4 we may choose a K 2 E XJ with K 2 c K 1 and
f(K2 ) = -f(1)· By virtue of Lemma 5 we can find a KEX; with K:::JK2

and f(K) = - f(I). Clearly {I, K, J} is weakly increasing. I

THEOREM 2. X; is finite. Moreover X; = {I;}i' with II::::; ... ::::;I N is
weakly increasing and satisfies f(Ii + d = - f(I;), i = 1, 2, ..., N - 1.

Proof By Lemma 6 the intervals in {J EX; :j(J) > O} and the inter­
vals in {KEXy :f(K)<O} are all mutually disjoint, respectively. Whence
they are finite and may be denoted by {Ji} ';" and {Ki } 7with J 1 < ... < Jm

and K 1 < ... < K n , respectively. Let their union be {I;}i' satisfying
II ::::; ... ::::; IN' According to Lemma 6 we assert that {Ii} i' is weakly
increasing and satisfies f( Ii +1 ) = - f( Ii), i = 1, ..., N - 1. I

Being parallel to Xy we given the properties of X'J'.

LEMMA 7. Each IE XJ must contain a unique interval J EX;.
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J- =sup{K- :K+ =1+ andKEX!},

J+ =inf{K+ :K- =1- and KEX!},

J=(J-,J+).

The same arguments as in the proof of Lemma 5 give the one of the
lemma. I

THEOREM 3. Xi is finite. Moreover Xi = {Ii} f with I 1 ~ ... ~ I IV is
increasing and satisfies f(I;+ d = - f(l;), i = 1, ..., N-1.

Proof It is noted that if I, J E Xi then either 1= J or In J = O. In fact
I =I- J and In J =I- 0 imply by Lemma 2 thatf(I n J) = f(I) whenf(I) = f(J),
and thatf(I\J) = f(I) whenf(I) = - f(J), contradicting I, J E Xi. Thus we
have that either 1= J or In J = O. Therefore, Xi is finite. Moreover Xi
may be written as {I;} f, II < ... < IN' satisfying f(Ii + d = - f(IJ,
i = 1, ..., N -1. I

The following theorem describes the relation between Xf and Xi where
"card" denotes ."the cardinality of."

THEOREM 4. card Xf = card Xi, which we denote by Nf . FurthernlOre,
if Xf = {II' , IN) and Xi = {Jl' ..., JN)are weakly increasing, then
J;cI;, i= 1, , Nf , and J;= (I;~I' 1;-+1)' i=2, ..., Nf -1.

Proof By Lemmas 5 and 7 we see that card Xf = card Xi and J; c I;,
i = 1, , Nf . By Lemma 3 and Definition 1, we have that (I;~ l' 1;-+ 1) E Xi,
i=2, , Nf -1. Whence J;= (I;~I' I;~I)' i=2, ..., Nf -1. I

3. CHARACTERIZATION

THEOREM 5. Let G = span {g l' ... , gn} be an n-dimensional subspace of
C[a,bJ, fEC[a,bJ\G, pEG, r=f-p and s(I)=sgnr(I). Then the
following statements are equivalent:

(a) p is a best approximation to f from G;

(b) There does not exist a q E G such that s(I) q(I) > 0 for all IE X r ;

(c) The origin of n space lies in the convex hull of the set
{s(I)i:lE X r }, where j = (gl(I), ..., gn(I));

(d) maxIE x, s(I) q(I) ~ 0 for all q E G.

Proof It is noted that X as well as X r are all compact. As usual, we
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denote by C(X) the class of continuous functions on X. Then f and g; s, as
functions of Ion X, are also elements of C(X). Applying Theorem 1.3 of
Chap. II in [3, p. 178] we directly get (a) ¢> (c). Meanwhile, since the set
{s(I)i:!E Xr } is a compact set of the usual n-dimensional space, according
to [1, p.19, Theorem on Linear Inequalities] we assert (b)¢> (c). Finally,
the equivalence (b) ¢> (d) is obvious. I

In order to establish an alternation theorem we need a further condition
on {g1, ... , gn}, which we shall give in the following definition.

DEFINITION 3. A system of functions {gl' ... , gn} C C[a, b] is said to be
a quasi-Chebyshev system on [a, b] (or a QT-system), if

whenever {Ii} 7c X is increasing. An n-dimensional subspace G of C[a, bJ
is called a QT-subspace if it has a basis which is a QT-system.

We next establish a preliminary result, which is of independent interest

LEMMA 8. Let p E C[a, b]. Let {IJ 7' c X be weakly increasing and e = 1
or -1, fixed. Suppose

( -1 r ep(IJ ~ 0, i= 1, ..., m. (3)

Then the following statements hold:

(a) There exist m intervals J 1 , ... , Jm , J 1 < ... <Jm , such that

( _l)i ep(JJ ~ 0, i= 1, ..., m. (4)

Furthermore, if p(x) is not identically equal to zero on any nontrivial
subinterval, {JJ7' may be chosen so that

(_l)i ep(JJ > 0, i= 1, ..., m; (5)

(b) If m> 1, there exist m-1 intervals K 1 , ... , Km - 1 , K 1 < ... <
Km _ 1 , such that p(KJ =0, i = 1, ..., m-1.

Proof Assume without loss of generality that e = 1.

(a) Put

J 1=11, [~= [z if [l n1Z=0

J 1=I1\!z, [~=[1 n[z if II n l z =1-0 and P(II n l z )~O

J 1=11 nIz, [~= l z\!1 if II n l z =I- 0 and P(II n [z) < O.
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It is easy to see that p(Jd::::; 0, p(I;) ~ 0, and J 1 n I; = 0. Meanwhile
{I;, 13 , •••,1m} is also weakly increasing and satisfies p(I;) ~° and
(_l)i p(I;) ~ 0, i = 3, ..., m. By induction we can obtain {Ji}7',
J1 < ... < Jm' which satisfies (4).

If p(x) is not identically equal to zero on any nontrivial subinterval, then
( _l)i p(J;) ~°implies that there is a subinterval of J i, denoted again by
J i, satisfying (_l)i p(x»o on Ji. Whence (5) follows.

(b) If p(x) == °on some nontrivial subinterval, the conclusion is tri­
vial. Otherwise by Part (a) there are m intervals J 1, ... , Jm' J 1 < ... < Jm'

satisfying (5). Now choose L i and R i in X so that

L i< R i, L i U R i C J i, (_l)i p(L;) > 0, (_l)i p(Ri) > 0, i = 2, ..., m - 1.

Since p(I) is a continuous function of I, there exist m - 1 nontrivial inter­
vals K 1 , ••• , Km -1' satisfying p(K;) = 0, i = 1, ..., m - 1 and Ki c (R; , Li+ 1)'
i= 1, ..., m-1, where R 1 =J1 and L m =Jm . Thus K 1 < ... <Km - 1 • I

We can characterize QT-systems as follows.

THEOREM 6. Let G = span{gl' ... , gn} C C[a, b]. Then the following
statements are equivalent:

(a) {gl' ..., gn} is a QT-system;

(b) For any weakly increasing intervals 11 , •••, In'

(c) If pEG satisfies p(I;) = 0, i = 1, ..., n, for a weakly increasing
system of intervals {I1 , ••• , In} C X, then p = 0;

(d) {gb ..., gn} is a weak Chebyshev system on [a, b] and every
nonzero pEG does not vanish on any nontrivial subinterval.

Proof (b) - (c) By means of the well known arguments.

(a) = (c) Suppose on the contrary that p # ° and p(I;) = 0,
i = 1, ..., n, with {I;}7 being weakly increasing. Taking x so that
min{I;,I;;_l}<x<I;; and denoting In=(I;,x), I n+1 =(x,I;;) and
Ji=Ii, i= 1, ..., n-1, we see that Ji> ..., I n+1 are also weakly increasing
and satisfy (_l)i ep(J;) ~ 0, i = 1, ..., n + 1, with e = 1 or -1, fixed, since
p(Jn) + p(Jn+ d = p(In) = 0. By Lemma 8 we obtain n intervals K 1 , ... , Kn,
satisfying K 1 < ... <Kn, such that p(K;)=O, i= 1, ..., n. Obviously
D(K1 , ..., K n ) = 0, a contradiction.

(c) = (d) First we easily see that every nonzero pEG does not vanish
on any nontrivial subinterval. Next suppose to the contrary that pEG
has n sign changes on (a, b), say, (_l)i p(xJ > 0, i = 1, ..., n + 1, where
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x 1 < <xn+1• Thus we may choose Iic (Xi' xi+d, so that p(I;)=O,
i = 1, , n, contradicting (c).

(d) = (a) Assume that {g l' ... , gn} is not a QT-system. Then there
exist increasing intervals II, ..., In such that D(II' ..., In) = O. Hence there is
apE G\ {O} such that p(I;) = 0, i = 1, ..., n. Since p(x) is not identically
equal to zero on Ii, p has at least one sign change on Ii, i = 1, "., n. So we
have totally at least n sign changes. This contradiction proves the implica­
tion (d) =(a). I

Combining Theorem 6 and Lemma 8 the following corollary is
immediate.

COROLLARY 1. Let G=span{gl, ...,gn}cC[a,b] such that gll".,gn
forms a QT-system. Let {II' "., In+d cX be weakly increasing and e= 1 or
- 1, fixed. If pEG satisfies ( _l)i ep(I;) ~ 0, i = 1, "., n + 1, then p = O.

From Theorem 6 we obtain directly

COROLLARY 2. A Chebyshev system must be a QT-system.

LEMMA 9. Let G be an n-dimensional QT-subspace of C[a, b]. Let a
system of extended intervals {I;}r := {Ii} u {xd be increasing, where
{Ii} c X and {xd c (a, b). Suppose m < n. Then there exists a nonzero
function pEG such that

(a) P(Il) =0, i= 1, .", m;

(b) p changes sign on each Ii, i = 1, ... , m (if Ii = X b this means that p
changes sign at xd;

(c) p has exactly m sign changes on [a, b].

Proof Put for t> 0 sufficiently small

(x i - t, x i + t) if liE {xd

I i\{(Y[b- (n-l)t, b-(n-I-1)t]) u (y [X k - t, Xk+ t])}

if liE {Ii}.

(b - (n - i) t, b - (n - i-I) t),

if m<n-1

i = m + 1, "., n - 1

We see that {J;} is also increasing if t > 0 is sufficiently smalL Since G is
a QT-subspace, there exists a nonzero function p, E G such. that p ,(J;) = 0,
i = 1, ..., n - 1, P changes sign on each J i , i = 1, "., n - 1 and has no sign
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change in each interval (J7, J f+ d, i = 0, ..., n - 1, where J t = a and
J;; = b. Furthermore we assume that liptil = 1. Letting t! 0, we select a
limit function pEG satisfying

(1) Ilpll = 1;

(2) p(1;) = 0, i = 1, ..., m;

(3) p does not change sign in each interval (17, I f+ 1)' i = 0, ..., m,
where It = a and I;;. + 1 = b. It is easy to see that p changes sign on each
Ii' i = 1, ..., m and has exactly m sign changes. This completes the proof. I

The main result in the present section is as follows.

THEOREM 7. Let G = span{gl' ..., gn} c C[a, bJ be an n-dimensional
QT-subspace. Let

fEC[a,bJ\G, pEG, r=f- p, s(1) = sgn r(1).

Then the following statements are equivalent:

(a) p is a best approximation to f from G;

(b) There does not exist a q E G such that s(1) q(I) >°for all IE X r ;

(c) The. origin of n space lies in the convex hull of the set
{s(I)i:IEXr }, where i= (gl(1), ..., gn(1));

(d) maxIE x, s(l) q(1) ~°for all q E G;

(e) maxIE x, s(I) q(1) >°for all q E G\{o};
(f) Nr~n+1.

Moreover, the conclusions remain true if we replace X r by anyone of X:,
X~, and X;'.

Proof Theorem 5 already contains the equivalences (a)~ (b )~
(c)~ (d). We now show the other equivalences. Denote N = N r and
X;' = {I1, ..., IN} with 11< ... < IN' Assume without loss of generality that
S(11) > 0.

(b) => (f) Suppose to the contrary that N ~ n. Put

if i= odd

if i=evenandI7<I~1(i=1,...,N-1).

if i = even and 17 = I f+ 1 •

Obviously the system of extended intervals {K1, ..., KN-d is increasing. By
Lemma 9 there is a nonzero qEG such that (1) q(Ki)=O, i=1, ...,N-1;
(2)q changes sign on each interval Ki, i=1, ...,N-1; (3)q has exactly
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N - 1 sign changes on [a, b ]. We assume that q(Id ?:: 0 (taking - q instead
of q if necessary). Denote Ko= [a, K[) and KN= (K~~l' b].

Assertion. If Ki is nontrivial for 0 ~ i~ N then

( - 1 )i + 1 q( (K i- , x)) > 0,

and

(_1)i+ 1 q«x, Kt)) < 0,

There are three cases to be discussed.

Case 1. 0 < i < N.

In this case it follows from q(KJ = 0 that

XEKi, i<N.

q«K;, x)) = -q«x, Kt)).

Since q(I1)?:: 0 and q has exactly one sign change on Ki,

(_I)i+1 q«K;, x))>O

and

( _1)i + 1 q( (x, K t)) < o.

Especially, for i = 1 and i = N - 1 we obtain

q«K1,x))>0

and

( _1)N q( (x, K ~ -1)) < o.

(6)

(7)

Case 2. i=O.

Since q has no sign change on Ko, by (6) we obtain q( (x, K t )) > O. This
proves the assertion when i = O.

Case 3. i=N.

Since q has no sign change on K N , if K N ~ 1 ¢ {Xk} we obtain by (7) that
(_I)N q«KjV'x))<O or (_1)N+1 q«KN,x))>O, which is the assertion
when i=N. Clearly this assertion is also valid for KN~l E {xd.

Now let IE X r be arbitrary. Then the interval I must contain an
odd number of I;s, say, I-:::J(1ju···ulj+2k), wherej?::l,j+2k~N,

k?:: O. Thus I-:::J (Kj U .. , U Kj+2k-d. Letting L = (1-, Kt-1) and
R=(Kj~+2k,I+), we have that q(I)=q(L)+q(Kju ... UKj+2k~))+
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q(R)=q(L)+q(R). If L¥-O and I-EKj _ 1 then (-1)jq(L)<0, i.e.,
(-1)j+l q(L»0; otherwise q(L)=O. Also, if R¥-O and I+EKH2k
then (_1)H2k+l q(R»0, i.e., (-1)j+l q(R»0; otherwise q(R)=O.

Thus (-1)j + 1 q(I) >° since q(L) =° and q(R) =°may not occur
simultaneously. According to the assumption that s(Id >°we conclude
that s(I) = s(l) = (-1)H 1 s(Id = (-1 )j+ 1 and whence s(I) q(I) > 0,
contradicting (b).

(f) => (e) Assume (c) does not hold and let q E G\ {O} satisfy max / EX,

s(I) q(/) ~ 0. Whence max/EXm s(I) q(I) ~°or s(IJ q(IJ ~ 0, i = 1, ..., N.
Since s(IJ = (-1 )i+ 1 s(Id, '

(_1)i s(/1 ) q(IJ ~ 0, i= 1, ..., N.

By Corollary 1, q = 0, a contradiction.

(e) => (d ) Trivial.

In the proof of (f) => (e) we have actually shown that (f) implies
max/Ex'" s(/) q(/) > ° for all q E G\{O}. Similarly, (f) implies
max/EX:w.s(I)q(I»O for all qEG\{O} and implies max/EX! s(I)q(I»O
for all qE G\ {O }. On the other hand, the implications (e);' (d ) => (c) =>
(b)=>(a)=>(f) remain valid if we replace X r by anyone of X;" X,;,
and X:. I

THEOREM 8. Let G = span {gl' ..., gn} C C[a, b] be an n-dimensional
QT-subspace and f E C[a, b ] \ G. Let pEG satisfy

(_1)i e(f(IJ - p(IJ) ~ 0, i= 1, ..., n + 1, (8)

where {Ii} eX, 11 < ... < I n +l' and e = 1 or -1, fixed. Then

inf Ilf - qll ~ min If(/i) - p(IJI·
qeG l~i~n+l

Equality can occur if and only if p is a best approximation to f and
{Ii} cXf _ p '

Proof Letting p* E G be a best approximation to f,

Ilf - p*11 ~ min If(/i) - p(IJI
l~i~n+l

implies that

( -1 )i e(p*(IJ - p(IJ) ~ 0, i=1, ...,n+1.

By Corollary 1 we must have p = p* and {Ii} C Xf _ p' Conversely, if p is
a best approximation to f and {Ii} C Xf _ p then equality occurs. I
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THEOREM 9. Let p be a best approximation from G to f E C[a, b]. If G
is a QT-subspace of C[a, b], then p is unique.

Proof If f E G then p = f is unique. Now suppose f f/= G. Let p* E G
be another best approximation. Then for X7- p = {II' ..., I NJ _ p}'
II < .,. < I NJ _

p
' we have (8) with e = -sgn(f(Id - P(II)) and lif - p*11 =

lif - pll = min{If(IJ - p(/;) I:1~ i ~ Nf _ p}. From Theorem 8 it follows
thatp=p*. I

By the same arguments as in the proof of [1, p.80, Strong Unicity
Theorem] we obtain the following.

THEOREM 10. Let p be a best approximation from G to f E C[a, b]. If G
is an n-dimensional QT-subspace of C[a, b], then there exists a constant
y > 0 depending on f such that for any q E G

Ilf - qll ~ Ilf - pll + y lip - qll·

Let G be an n-dimensional QT-subspace of C[a, b]. Then to each
f E C[a, b] let rf E G be the (unique) best approximation to f An analysis
similar to the proof of the theorem in [1, p. 82] gives

THEOREM 11. Let G be an n-dimensional QT-subspace of C[a, b]. Then
to each fo E C[a, b] there corresponds a number A> 0 such that for
fEC[a,b]

Ilrf - rfo II ~ A Ilf - fo II·
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